6.1 - Introduction to Linear Transformations

Definition: Let V and W be vector spaces. The function T : V - W is called a linear
transformation of V into W if the following two properties are true for all T and V in V
for any scalar c:

1L.TWU+v) =TwM)+T(v)
2. T(cu) = cT(u)

Example 1: T : R? - R?
T(viv2) = (2v1,V1 +V2)

Letu = (ug,uz2), v=(v3,v2), c € R
1. T(u+Vv) = T(ug +Vy,Uz2 +V7)

= (2(ug + V1), (U1 + V1) + (U2 +V2))
= (2u1,U1 + U2) + (2v1,V1 +V2)
=T() +T(v)

2. T(cu) = T(c(uz,uz))

= T(cuy,Cuy)

= (2cuq,cu; + cuy)

= C(2u1,U; + U3)

= cT(ug,uz) = cT(u)

Example 2: If W =V, then T is a linear operator.
T:C[0,1] - C[0,1]
f-f

T(+9) = (F+9) =f+g =T +T(@)
T(cf) = (cf)’ = cf’ = cT(f)

Examples of non-linear transformations:
T:R->R

X > X2

Tx+y) = (x+y)* = (¥ +y?) = T() +T(y)
So T is not a linear transformation.

T:R->R

X—->X+1

TX+y)=x+y+1
TX)+TY)=XX+1)+(Y+1)=x+y+2
T is not a linear transformation.

TO) +0



Theorem: Let T be a linear transformation from V to W, where U and V are in V, the
following properties must be true:

1.T(0) =0

2. T(—v) = =T(v)

3. Tu—-v)=TwW)-T()

4.1fv=73" civithen T(v) = X7 ciT(vi)

Proof:

1. T(0+0) =T(0) + T(0)

T(0) = 2T(0) = 0 = T(0)

2. T(—v) = =1T(v) = -T(v)

3. TU-Vv)=TWU+(-Vv)) =TW) +T(-Vv) = T(u) - T(v)

T:R->R

X - X2

T(—Xx) = x? = T(X) = -T(X)

So it is not a linear transformation

Theorem: Let A be an m x n matrix. The function T defined by T(v) = Av is a linear
transformation from R" into R".

Examples:
R2 - R2

X 12 X B X+ 2y
y 2 3 y 2X + 3y
Xy) » (x+2y,2x+3y)
Let T . Mm’n - Mn‘m
A-> AT

is a linear transformation because (A +B)" = AT + BT
(cA)" = cAT

6.2 - The Kernel and Range of a Linear Transformation

Definition: Let T : V - W be a linear transformation. Then the set of all vectorsv € V
that satisfy T(v) = 0 is called the kernel of T and is denoted by ker(T).

Example 1: T : R? - R8
(X1,X2) = (X1 —2X2,0,—X1)



T(x1,x2) = (0,0,0)

Therefore, (x; — 2x2,0,—x1) = (0,0,0)
X1 — 2X2 =0

Xo = X_21 =0

0=0

X1 =0=>x1=0

So (x1,x2) = (0,0)

So ker(T) = {(0,0)} = {0}

Example 2: Let T : R® - R*
X — AX, where

120 1 -1 |
| 21310

10 -2 0

000 2 8
T(X) = 0= AX = 0 -
120 1-10 |
2 1310 0
102010
00028 0

Iiow echelon form:
[ 102 0-10
01-10-20
00 01 40
00 0 0O OO

X1+2X3—X5 =0
X2—X3—2X5 =0
Xa4+4x%5 =0

X5 =1

X3 =S

X1 = —2X3+ X5 = =25+t
X2 = X3 +2X5 = S+ 2t
Xq4 = -4t




i X1 ] B —25 +t ] i -2 ] i ]
X2 S+ 2t 1
X = X3 = S =S 1 +1
Xa —4t 0 -4
X5 t 0 1

Basis for the kernel: B = {(-2,1,1,0,0),(1,2,0,-4,1)}

range(T) =<{T(v:veV)}
Theorem: The range of a linear transformation T : V - W is a subspace of W.

Corollary: Let T : R" > R™ be a linear transformation given by T(x) = Ax. Then the
column space of A is equal to the range of T.

The dimension of the kernel of T is called the nullity of T. It is denoted by nullity(T).
The dimension of the range of T is called the rank of T. It is denoted by rank(T).
rank(T) + nullity(T) = n

dim(range) + dim(kernel) = dim(domain)

R2 > R?

(X1,X2) = (2X1 + X2,X1 — X2)
T(X) = Ax

X = (X1,X2)"

2 1 X1 _ 2X1 + X2
1 -1 X2 X1 — X2

A function T : V - W is called one-to-one (or injective) if and only if for every u,v € V
Tu)=T(v) >u=v

Theorem: Let T : V - W be a linear transformation. Then, T is one-to-one if and only if
ker(T) = {0}.
*Proof: Suppose T is one-to-one. Then

T(v) =0
= T(v) = T(0)
=>v=20

= ker(T) = {0}
Suppose ker(T) = {0}
Letu,veV, T(u) =T()



=>TU)-T(v) =0

> Tu-v)=0

As ker(T) = {0} thenu-v=0=u=v
So T is one-to-one

A function T : V - W is said to be onto (surjective) if W is equal to the range of T.
For every w € W, there exists av € V such that T(v) = w.

Theorem: Let T : V - W be a linear transformation, where W is finite dimensional.
Then T is onto if and only if rank(T) = dim(W)

Theorem: Let T : V - W be a linear transformation with vector spaces

V,W : dim(V) = dim(W) = n. Then T is one-to-one if and only if it is onto.
*Proof: If T is one-to-one then ker(T) = {0}, so the dimension of the kernel is 0.
Therefore, dim(range(T)) = n—dim(ker(T)) =n—-0=n

So rank(T) = dim(W)

Conversely, if T is onto, then dim(range(T)) = dim(W) = n

So dim(ker(T)) = 0 and T is one-to-one.

Definition: A linear transformation T : V — W that is one-to-one and onto is called an
isomorphism. Moreover, if V,W are vector spaces such that there exists an
isomorphism from V to W, then we say that they are isomorphic to each other.

*Theorem: Two finite-dimensional vector spaces V and W are isomorphic if and only if
they are of the same dimension.

Proof: (=) Suppose that V is isomorphic to W, and dim(V) = n.

Therefore, there exists an isomorphism T : V - W that is one-to-one and onto.
So dim(ker(T)) = 0 (because T is one-to-one) and dim(range(T)) = n = dim(W)
(because T is onto).

So dim(W) = dim(V)

(<) Suppose that dim(V) = dim(W) = n.

Let B = {v1,V2,...,Vn}

Let B' = {wy,wa,...,Wp}

LetusdefineT:V > W

C1V1 + C2V2 +...4+CpVp = C1W1 + C2W2 +...+CnWp

T(C1V1 + CoV2 +...4CnVn) = T(a1V1 + a2V2 +...+QnVn)

C1T(v1) +C2T(V2) +...4CnT(Vn) = a1 T(V1) + a2T(V2) +...+anT(Vn)
C1W1 + CoW2 +...+ChWpn = a¢1W1 + a2W2o +...+anWhp
Soci=ajforie{l,...,n}

and T is one-to-one



and T is onto because dim(v) = dim(W)
Consequently, T is an isomorphism. SoV ~ W.
6.3 - Matrices for Linear Transformations

Theorem: Let T : R" - R™ be a linear transformation s.t.

ait ai din
a1 an azn
T(Ry) = , T(R2) = , T(R3) =
dm1 dm? dmn
Then the m x n matrix whose columns correspond to T(c;),
di1 di2 ... QaAin
A = dp1 adz ... an
dmi dAm2 ... dmn

is suEh that T(v) = Av for e\_/ery v e R",
A is called the standard matrix for T.

Example: Find the standard matrix for the linear transformation T : R? — R? defined by
Txy) = (x+y, x-2y)

T(1,0) = (1,1)

T(0,1) = (1,-2)

So A = [T(e1)[T(e2)]

11
A =
To check it:
1 1 X B X+Yy
1 -2 y X—2y
Example: D : P, » Py, p o p’
e, =1; D(el) =0 = 0e; + 0ey + Oes

e, =X; D(e2) =1 = 1e; +0e; + Oes
es = x%; D(e3) = 2x = Oe; + 2, + Oes



[ 010 |
A= 00 2
000
Check: X2 + 3x + 2
D(p) = 2x+3
010 |
A= 0 0 2 3 =
000

Theorem: LetT; : R" - R™and T, : R™ —» RP be linear transformations with standard
matrices A; and A,. The composition T : R" - RP is defined by T(v) = T2(T1(v)) is a
linear transformation.

Moreover, the standard matrix A for T is given by the matrix product A = AyA;

Example: Let T, T, be linear transformations from R® — R® such that
Ti(X,y,2) = 2x+Vy,0,x+2)and T2 = (X-V,2,Y)

210 1 -10
A= 000 [A2=] 0 0 1
101 010
1 -10 210 210
ForTooeT:: A=AA1=| 0 0 1 000 |=] 101
0 1 0 101 000

So0T20T1(XY,2) = (2X+VY,x+2,0)
Check: T2 o T1(X,y,2) = (2x+y -0, X +2, 0)

Definition: If T; : R" - R"and T, : R" - R" are linear transformations such that for
everyv € R", T»(T1(v)) = vand T1(T2(v)) = v, then T is called the inverse of T and we
say that T; is invertible.

Theorem: Let T : R" - R" be a linear transformation with standard matrix A. Then the
following conditions are equivalent:

1. T is invertible
2. T is an isomorphism
3. Alis invertible



Moreover, if T is invertible with standard matrix A, then the standard matrix for T-1 is
AL

Example: T : R® - R?®
T(X1,X2,X3) = <2X1 + 3X2 + X3, 3X1 + 3X2 + X3, 2X1 +4xo + X3>
-1

2 31 -1 1 O
A=] 331 =] -1 0 1
2 41 6 -2 -3

T1(X1,X2.X3) = (—X1+X2, —X1 +Xa, 6X1 —2X2 — 3X3)



