5.1 - Length and Dot Product in R*n

Def: The length of a vector V = (v1,Vz,...,Vy) in R" is given by
[|V]] = «/(Vl)2 +(V2)? +...+(Vn)?

If || V|| = 1, then the vector V is called a unit vector.

Let V be a vector in R" and ¢ is a scalar. Then ||cV|| = [c]||V]]

If v is a nonzero vector in R", the vector U = ﬁ iS a unit vector.

We call T the unit vector in the direction of V

* . ||| = 1 _
Pr°°f'||ﬁ||‘H||vnH o =L

Example: Find the unit vector in the direction of the vector V = (1,1,1)
T=_%  _ (; 1 L)
VI SBBEB

The dot product of T = (U1, Ua,...,uy) and V = (v1,Va,...,Vy) is the quantity
UV = UpVy + UgVa +...+UnVn = D0 UiV

Theorem: If W,V,W € R", then
1.0-V=V.TU

2.U(V-W) =TU-V+TU-W
3.¢(UW-V) =(c¥)-V=T-(cV)
4.V .V = ||V||2
5V.-V>0andV-V=0s7vV=0

Example: GiventhatU-U =4, T7-V =-1, V.V =2. Find (U+V) (3U-V)
(U+v)(3U-V) =3U-U-T-V+3V-U-V-V=12+1-3-2=38

We define the angle between two vectors T and V in R" by cosf = W for

0<0<nm

Example: T = (1,2); V = (2,3)

(1223 _ 38
arccos FE - T
-1<cosf <1

([Tl -Vl =TV < [[@]]-][V]]



Cauchy-Schwarz Inequality: [T - V| < |[T]| - |||

Case 1: Suppose T = 0. Then |[T]]|-[|V|]| =0and [U-V|=0.
Case 2:If ¥ # 0, lette R: (tT+V) - (tT+V) >0

?2(T-T) +tT-V+tV-T+V-V >0

2(T-T)+2tW-V+V-V =0

However, if we have at?> + bt +¢ > 0 for all t € R, then b? —4ac <0
So (20-V)* =4(T-U)(V-V) <0

Therefore, 4(?-7)2 <4(T-T)(V-V)and |T-V| < ||T]]-||V]]

Two vectors U and V are orthogonal to each other if their dot product is zero.

Example: U = (1,1,1,-1); V = (-2,0,1,-1)
T-V=0

The triangle inequality: If T and V are vectors in R", then | [T+ V|| < ||T|| + |||
[[T+V]|? = (T+7) - (T+7V)

U -U+U-V+V - U+V:V

=[]+ 2wV +|[V]]

<|[@[ 1 +2[[T|[|[V[]+ [I7]]°

= ([I=I1+ 71D’

so [[T+¥[* < (|| +]I7]])’

[T+ 9[]° = |[T]]*+ 2 - T+ P
However, if 7 - V = 0, then | |U + V| |2 = ||| |2 + || V| |2 (Pythagorian theorem)

5.2 - Inner Product Spaces

Definition: Let u,v,w be vectors in a vector space V, and let ¢c be any scalar.

An inner product on V is a function that associates a real number (u,v) with each
pair of vectors u and v, and satisfies the following:

1. (u,v) = (v,u)

2. (U,v+Ww) = U,Vv)+{U,w)

3. ¢{u,v) = {cu,Vv)

4.(v,v) >0and (v,v) =0ifand only ifv=0

A vector space V with an inner product is called an inner product space.

Example: Take V = R? and (u,v) = u1vy + 2Uzv2 where u = (U1, Vz); V = (V1,V2)



Take V = Mz,z and (A, B> = allbll + alzblz + 821b21 + azzbzz

dix an
A =

dp1 a2

b1 b
B =

bo1 b2

Take_V = C[a,b] ;vhere (f,g) =

f(a) x g(a)? No, f(0) x g(0) = 0, but a is not necessarily 0.
£.9) = [ () * g(x)dx

(t.f) =0 = [[fx))%dx = 0

Definition: Let u and v be vectors in an inner product space V.
1. The norm (or length) of u is |ju|| = ,/(u,u)
2. The angle between two nonzero vectors u,V is given by cos6 =

0<0<m.
3. u,v are orthogonal if (u,v) = 0

uv)

where
(lull[v]]

Examples:

11 2 1
LetV = Mgo; A= B =
2 3 -1 0

What is ||A|[,||B]|, the angle between A and B?
(A,B) = a11b11 + a12b12 + azbor + @b

(A,B) N (1%2)+(1x1)+(2%(-1))+(3%0) _ 1
ArCCOS TaNRT = = Jomas jamo 35 /6 /15

arccos % = arccos 3—10,/10

lull = Jwuy = JLILL) = V3

>

Ry A
projuu = ﬁv

For inner product space V:

Lo )
projyu = -7V

Example: Let f(x) = x and g(x) = x? be functions on C[0,1].
1 1
3
J.Of(x)g(x)dx B J.OX dx B i 2 5y2
T R g= T X% = 2X
IR

&g ~
w9 =

projgf =



Section 5.3 - Orthogonal Bases: Gram-Schmidt Process

Definition: A set S of vectors in an inner product space V is called orthogonal if
every pair of vectors in S is orthogonal.
If, in addition, each vector in the set S is a unit vector, then S is called orthonormal.

Suppose S = {Vv1,Va,...,Vn}

1. (vi,vj) = 0if i = j (orthogonal)

2. (vi,vj) = 0 and |vi|| = 1 for all i, then it is orthonormal

If Sis a basis, then it is called an orthogonal basis or an orthonormal basis,
respectively.

In P, : (p,q) = aoho +aibs + azb,, where p(x) = ap + a;x + azx? and
q(x) = bo + by + box2.
INPq 2 (p,g) = D1, aibi

For P, (polynomials degree < n), a standard basis is {1,x,x?,...,x",x"}.
Show that this is an orthonormal basis:

1. Let pi(x) = x" and pj(x) = xI (i =)

Pi(X) = 0+ 0X + 0x2 +...+0x" + 1x" + Ox**! +...+0x"

Pi(x) = 0+ 0x + 0x2 +...+0x/ + 1xJ + OxJ*1 +...+0x"
Pi,pj)=0%x0+0%x0+0x0+...+0x0=0

2. Let Pi(x) = x' then ||pill = J/(pi,pi) = /1 = Lforeveryi e {0,...,n}.
So B is an orthonormal basis.

In C[0,27] : {£,9) = [ f(x)g(x)dx

— {1 1 g 1 1 gj 1
S = {JZ = sin(x), N cos(x),..., N sin(nx) G cos(nx)}
is an orthogonal set.

Theorem: If S = {v1,v2,...,Vvy} is an orthogonal set of nonzero vectors in an inner
product space V, then S is linearly independent.

*Proof: c1v1 + Cava +...+Chvp = 0

C1{V1,Vi) + C2{V2,Vi) +...4+Ci{Vi, Vi) +...+Cn(Vn, Vi) = (0,Vi)

cillvi|? =0 = ¢; = O forevery i € {1,2,...,n}, so it is linearly independent.

If V is an inner product space of dimension n, then any orthogonal set of n nonzero
vectors is a basis of V.



Theorem: If B = {vy,V2,...,Vy} is an orthonormal basis for an inner product space
V, then the coordinate representation of a vector w with respect to B is
W= " (W, Vi)V

Proof: There exist uniquely ci,C2,...,cy such thatw = Z:‘:lcivi.

wviy = (S civinviy = 200 (eq, vy, vi) = 20 C(vy Vi)

W, Vi) = Ci||lvi||?> = ¢i <—|vi||* = 1 because it is orthonormal.
The c¢; coefficients are called the Fourier coefficients.

Theorem: Gram-Schmidt Orthonormalization Process

1. Let B = {v1,vy,...,Vq} be a basis for an inner product space V.

2. Let B' = {w1,W,,...,Wn} where w; is given by:

W1 = Vi, Wy = V) (V2,W1) Wi,..., Wn = Vp — (VnW1) _ Avnwa) _ __{vnwna)

(wpwg) (wWy,w1) (W2,W2) T W Wo) L
3. Letu; = ——, then B"” = (U, Uy,...,Uy) is an orthonormal basis for V.
lIwi |
Example 1: B = {(1,1), (0,1) }
Wl = (1’1)
_ Wivz) ((L1).(0.1)) _ _
W = vz — o BEw = (0,1) - rrapr LD = 0D - 311 = (-3, %)
W _ Ab 15 1
U = g = 5 = (342.342)
U, = Mz 23 :(_;ﬁ;ﬁ>
27wl 5 2Ver 2

{u1,uz} is an orthonormal basis.

Example 2: B = {1,x,x?} where V = P,
1
(p.a) = |, pe)g()dx = £pq



